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Machine learning needs and has to handle big data

Big Data Era

More data generally leads to better 
performance—up to a point.

The global data volume is 
growing exponentially. 
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Why online learning is essential in the era of big data

Big Data Era

➢Big data arrives continuously.

     Data isn’t static—it streams in every second.

➢Retraining from scratch is inefficient.

    Batch learning can’t keep up with real-time needs.

➢Online learning enables real-time updates.

     Models adapt on the fly with minimal delay.



4Universal Online Learning with Gradient Variations Yu-Hu Yan (Nanjing University)

Formalization

Online Learning

An instance, feature 𝐱𝑡 ∈ ℝ𝑑

Predict a label by 𝐰𝑡
T𝐱𝑡

Receive the true label 𝑦𝑡

A loss function

 𝑓𝑡 𝐰 = max 1 − 𝑦𝑡𝐰T𝐱𝑡, 0
Suffer 𝑓𝑡 𝐰𝑡 and update 𝐰𝑡

Example I: Spam filtering

Example II: Online recommandation



5Universal Online Learning with Gradient Variations Yu-Hu Yan (Nanjing University)

Online Convex Optimization (OCO)

Formalization

Regret: Online prediction as good as the best offline model

cumulative loss of best offline model

cumulative loss of the online model
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Problem Setup

Universal Online Learning

Online learning usually considers three kinds of curvatures:

convex

exp-concave

str-convex
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Problem Setup

Universal Online Learning

In OCO, the type of functional curvature plays an important 

role in the best attainable regret bounds.
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Problem Setup

Universal Online Learning

Common algorithm is only suitable for one specific curvature type.  

What if the curvature type (and coefficient) is unknown?

In this talk, we focus on universal online learning, where the curvature is unknown.

In OCO, the type of functional curvature plays an important 

role in the best attainable regret bounds.
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Problem Setup

Universal Online Learning

In this talk, we focus on universal online learning, where the curvature is unknown.

Universal Regret Minimization
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Problem Setup

Problem-dependent regret

- Regret measured by 𝑇 only considers the worst-case scenarios.

- Can we exploit the niceness of environments for improved result?

cumulative variations in gradients, 
reflecting the difficulty of online problems

Gradient variation:
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Problem Setup

Why do we study gradient variation?

(i) Gradient variation implies other problem-dependent quantities directly in analysis.

variance of gradients

Gradient-variance term:

cumulative loss of the best model

Small-loss term:e.g., 

(ii) Gradient variation can bridge stochastic and adversarial online optimization.
[Sachs et al., Between stochastic and adversarial online convex optimization: Improved regret bounds via smoothness, NeurIPS 2022]

(iii) Gradient variation in achieving fast rates in games.

[Syrgkanis et al., Fast convergence of regularized learning in games, NIPS 2015 (Best Paper Award)]

(iv) Gradient variation in accelerated convex smooth optimization.
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  Online Ensemble

A General Framework

General goal: To handle the uncertainty of environments.

➢ Base learners guess the curvature (str-convex/exp-concave/cvx). 

➢Meta learner tracks the best base learner.

[Zhao-Zhang-Zhang-Zhou, JMLR 2024]

Meta Learner

Base Learners

for convex function for exp-concave function

…

…

for strongly convex function

…

…
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Main Result

Our first work

A single algorithm with near-optimal universal gradient-variation regret.

[Yan-Zhao-Zhou, NeurIPS 2023]
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Main Result

Our second work [Yan-Zhao-Zhou, NeurIPS 2024]

A single algorithm with the optimal universal gradient-variation regret.
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Comparison of two works

Main Result

Remarks:

➢NeurIPS’23 enjoys the RVU property, which is essential in game theory. 

➢NeurIPS’24 enjoys the optimal theoretical guarantees.

RVU: Regret bounded by Variation in Utilities
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Application-I

Example:

Rock Scissors Paper

Rock (0,0) (1, −1) (−1,1)

Scissors (−1,1) (0,0) (−1,1)

Paper (1, −1) (−1,1) (0,0)

Game matrix 𝑨

𝑥-player decision 𝐱𝑡 =

Τ1
3

Τ1
3

Τ1
3

𝑦-player decision 𝐲𝑡 = Τ1
2 Τ1

2  0 ⊤

Two-Player Zero-Sum Game
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Application-I

Two-Player Zero-Sum Game

Online Game Protocol (Repeated Play)



18Universal Online Learning with Gradient Variations Yu-Hu Yan (Nanjing University)

Application-I

Deploying gradient-variation algorithm (e.g., online mirror descent with last-round gradient) attains: 

negative stabilitygradient variation

Deploying gradient-variation algorithm (e.g., online mirror descent with last-round gradient) attains: 

negative stabilitygradient variation

  RVU property is essential for fast rates in games [Syrgkanis et al., NIPS 2015 (Best Paper)]
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Application-I

Deploying gradient-variation algorithm (e.g., online mirror descent with last-round gradient) attains: 

negative stabilitygradient variation

Deploying gradient-variation algorithm (e.g., online mirror descent with last-round gradient) attains: 

negative stabilitygradient variation

Regret summation is usually related to some global performance measures 
in games, such as Nash equilibrium regret and duality gap.
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Min-Max Optimization 

Application-I

Consider two aspects: 

(i)  

(ii)  honest: all players run the same algo; dishonest: someone may disobey

Bilinear Strongly-Convex-Strongly-Concave

Honest 𝒪(1) reg sum 𝒪(1) reg sum

Dishonest 𝒪( 𝑇 log 𝑇) 𝒪(log 𝑇)

due to gradient variation

due to universality
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Stochastically Extended Adversarial (SEA) [Sachs et al., NeurIPS 2022]

Application-II

How loss function 

𝑓𝑡 is generated?

stochastic convex opt.

adversarial convex opt.

➢ Setup:

stochastic variation stochastic variationadversarial variation
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Stochastically Extended Adversarial (SEA) [Sachs et al., NeurIPS 2022]

➢ Formalization:

Application-II

Matching the state-of-the-art results attainable when knowing curvature information.

(stochastic variation) (adversarial variation)
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General Analysis

  Meta-base regret decomposition:

meta regret base regret

𝑖⋆ represents the best base learner (right guess of curvature type and coefficient)

Intuitively, 

➢ Base regret measures the regret of the best base learner (the best achievable result).

➢Meta regret measures the algorithm’s ability to track the best base learner.

P.S.: Meta learner does not need to know which base learner is the best.
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General Analysis

  Meta-base regret decomposition:

meta regret base regret

Optimizing meta regret as Prediction with Expert Advice (PEA) problem:
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How to obtain gradient-variation regret?

Technical Challenge

Two technical routines - I:
(smoothness assumption is required)
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How to obtain gradient-variation regret?

Technical Challenge

Two technical routines - I:

Decomposition: [Zhao et al., JMLR 2024]

weighted combination of base stabilitymeta stability

Controlling the weighted stability requires meta-base collaboration.
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How to obtain gradient-variation regret?

Technical Challenge

Collaborative online ensemble: [Zhao et al., JMLR 2024]

- meta stability: handled by negative terms in meta regret

- weighted stability: collaboration among layers, penalizing unstable base learners

weighted combination of base stabilitymeta stability

Intuition: Add corrections in the meta loss to punish less stable base learners.
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How to obtain gradient-variation regret?

Technical Challenge

Two technical routines - II:

A tighter upper bound for squared gradient change:

Bregman divergence
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How to obtain gradient-variation regret?

Technical Challenge

Two technical routines - II:
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How to obtain gradient-variation regret?

Technical Challenge

Two technical routines - II:

Bregman divergence can be seen as compensation from linearization.

Solution: (algorithm-independent!)
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Problem: universal online learning with gradient variations

General framework: online ensemble with adaptivity

Applications: optimization and online games

General analysis: meta-base regret decomposition

Two approaches: correction-based/Bregman-div. based cancellation

Summary

Thanks!
Universal online learning with gradient variations: A multi-layer online ensemble approach, NeurIPS’23 (Spotlight)

A simple and optimal approach for universal online learning with gradient variations, NeurIPS’24
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